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Introduction
Red meat serves as a crucial source of animal protein 

for a healthy human diet [1]. In Turkey, pork is not con-
sumed, so the need for red meat is met through butcher 
cattle and meat based dishes are popular in this country 
[2]. Despite rising meat prices due to a decreasing cattle 
population, beef is still one of the most important dietary 
sources. Also meat products such meatball [3], fermented 
sausage [4] or pastirma [5] are the most consumed meat 
products. For meat and meat products, quality is very 
important and changes in beef quality depend on several 
post-slaughter factors. Additionally, pre-slaughter stress, 
improper slaughtering techniques, and genetic character-
istics also impact meat quality. Meat quality is closely re-
lated to alterations in the structure of meat proteins. There-
fore, understanding the post-mortem changes in meat is 
highly significant for enhancing the quality of meat and 
meat products [6].

The procedures applied to butcher animals before 
slaughter play a critical role in determining the hygienic 
and technological quality of the carcass both during and 
after the slaughter process. Pre-slaughter conditions are 
established from the time cattle are loaded at the farm gate 
until the moment of slaughter. These conditions include 
factors such as breed and pre-transport feeding, transport 
distance and duration, loading density, holding methods in 
abattoir pens, holding duration, fasting duration, and post-
transport mobility within the pen.

Following the slaughtering process, metabolic reactions 
continue in the muscles. As circulation ceases, the muscles 

try to replenish the necessary energy using glycogen stored 
within them. If there is an insufficient amount of glycogen 
in the muscles or if post-mortem energy cannot be pro-
vided due to several reasons, adequate levels of lactic acid 
may not accumulate in the muscles. Consequently, meta-
bolic reactions may not form as expected, and the quality 
of the meat may not reach the desired level [7].

Prolonged activity of animal muscles under inappro-
priate conditions such as stress, without adequate rest be-
fore slaughter, results in a decrease in glycogen reserves. 
This low level of glycogen reserve leads to the forma-
tion of only a small amount of lactic acid. Consequently, 
meat with a pH value of 6.0 becomes dark, firm, and dry 
(DFD: Dark, Firm, Dry) as reported by Young et al. [8]. 
In DFD meats, the high pH value increases the risk of 
microbial growth (making them less durable), enhances 
water-holding capacity, and darkens the color [9]. Con-
versely, Pale, Soft, Exudative (PSE) meat is often a result 
of stress accelerating glycolysis and causing a faster-than-
normal drop in pH value [10]. Under the influence of 
these stress factors, the pH value can drop rapidly to 5.3 
within 1–1.5 hours, and an acidic rigor-mortis develops. 
The drop in muscle pH and the normal temperature of 
the muscle at the time of slaughter cause certain proteins, 
especially myosin, to denature. In PSE meats, the color is 
pale, the texture is soft, the surface is watery, and the wa-
ter-holding capacity is low [11]. These types of meats are 
primarily utilized in the production of cured raw meat 
and fermented meat products. Within the two hours after 
slaughter, the muscle pH typically drops to 5.6 and even 
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to as low as 5.2 [9]. However, illumination conditions or 
storage also effects on surface [12], but these factor are 
controllable after slaughter.

Some spectroscopic methods are developed to classify 
these disordered meat sources. In a research, the factors 
involved in developing Vis/NIR spectroscopy models to 
differentiate between PSE (Pale, Soft, Exudative), DFD 
(Dark, Firm, Dry), and normal chicken breast meat were 
evaluated [13]. To further explore the differences between 
PSE, DFD, and normal meat, various studies have been 
conducted using different deep learning techniques [14]. 
It was also suggested that the deep learning approach can 
be a fast and innovative way for the assessment of chick-
en meat quality [15]. It's important to understand some 
definition such as machine learning, convolutional neural 
networks, MobileNet and transfer learning models. Ma-
chine learning is a kind of artificial intelligence (AI) and it 
has been focused on developing algorithms based on data 
patterns [16]. It also has historical data relationships for 
that purpose [17]. This approach is fundamentally like the 
way humans learn. This process increases accuracy by us-
ing data and algorithms [18]. Convolutional Neural Net-
works (CNNs) are a class of deep neural networks. This 
class is widely used in various fields such as image pro-
cessing. CNNs have been used in various fields such as 
fruit classification [19]. MobileNet is a type of architecture 
designed especially for mobile and embedded vision ap-
plications [20].

MobileNet provides sufficient performance on low-
volume devices [21,22]. In the context of image classifica-
tion, MobileNet had a good performance especially with 
lower training time [23]. Transfer learning is a machine 
learning technique where a model trained on one task is 
re-purposed on a second related task [24]. In the context of 
MobileNet, transfer learning has been widely applied to le-
verage the pre-trained MobileNet architecture for various 
tasks. Li et al. [25] performed transfer learning on light-
weight CNNs, including MobileNet, for plant disease leaf 
detection on cell phones, demonstrating the versatility of 
MobileNet in agricultural applications.

The Google Teachable Machine platform allows train-
ing and testing machine learning models using the transfer 
learning technique [26]. Google Teachable Machine uses 
a pre-trained MobileNet model and transfer learning. The 
three basic parameters of a convolutional neural network 
(CNN) are epoch, batch size, and learning rate [27]. An ep-
och refers to one complete pass with entire training datas-
et. The batch size refers to the number of training examples 
utilized in one iteration of the gradient descent algorithm. 
The learning rate is a parameter that controls the magni-

tude of the updates to the model's weights during training. 
These parameters are crucial for getting optimal results in 
CNN training [27].

ResNet-50, developed by Microsoft Research Asia, is a 
convolutional neural network (CNN) architecture that ad-
dresses the gradient vanishing problem by introducing re-
sidual connections [28]. It is a deep neural network that is 
part of the ResNet family, known for its ability to perform 
well with deeper networks due to its residual connections 
[29]. ResNet-50 is specifically a 50-layer deep CNN archi-
tecture [30,31]. ResNet-50 has been used in some applica-
tions such as object detection and classification.

The aim of this study is to understand the practical us-
ability of this model with a mobile application by developing 
a deep learning-based model in which meat defects can be 
displayed live and in real time using Google Teachable Ma-
chine. Analyzes were also performed with RESNET-50 to 
verify the results obtained with Google Teachable Machine.

Objects and methods

Mobile application design
The process of classifying meats through a mobile ap-

plication has three stages. Initially, the device's camera cap-
tures an image and transmits it to a previously trained arti-
ficial intelligence model. Next, the trained model analyzes 
the image and outputs a classification, indicating whether 
the meat is fresh or spoiled. Finally, based on these outputs, 
the freshness or spoilage status of the meat is displayed on 
the screen. A flowchart detailing these stages is provided 
in Figure 1.

Dataset
In this study, the "Meat Quality Assessment Dataset" 

prepared by Ulucan et al. [32] was utilized. The dataset 
includes images of meat taken every two minutes, with 
concurrent spoilage assessments conducted by an expert, 
classified according to seven parameters. These param-
eters are date and time, ambient temperature, product 
temperature, color change, brightness, odor status, and 
regional or complete spoilage [32]. The dataset contains 
948 images of fresh meat and 948 images of spoiled meat. 
To enrich this dataset, various augmentation techniques 
were applied, including angular rotation (15°, 45°, 60°, 
75°, 90°, 135°, 180°, 225°, 270°, 315°), flipping (Horizon-
tal, Vertical), scaling down (50%), scaling up (150%), 
noise addition (Salt and Pepper, Gaussian), and filtering 
(Gaussian, Median, Mode). Following these processes, a 
total of 18,960 images per category were obtained, and 
screenshots of the previews are provided in Figures 2, 3, 
and 4.
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Figure 3. Images of fresh meats with processing algorithms 

 
 

 

 
Figure 4. Images of spoiled meats with processing algorithms 
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Implementation of models for mobile application
For integrating a machine learning model into an An-

droid application, the machine learning model developed 
using Google Teachable Machine was integrated into an 
Android application. A quantized model was created using 
the model.tflite and label.txt files.

Results and discussion

Managing Google Teachable Machine
Due to the restriction by the Teachable Machine that 

allows a maximum of 10,000 samples per category, 10,000 
random samples from each class were selected for the 
study. These samples were divided into training and test-
ing datasets, with 8,500 samples (85%) used for training 
and 1,500 samples (15%) reserved for testing. The accuracy 
rates for each class after training can be seen in Table 1.

Table 1. The results of the accuracy per class
Class Accuracy #Samples
Fresh 1.00 1,500

Spoiled 1.00 1,500

The model's learning process details, such as the total 
number of epochs, batch size, learning rate, and dataset 

design for inputs and outputs, are illustrated in Figure 5. 
This structured approach helps in comprehensively under-
standing how the model was trained and how it performs 
across different parameters and dataset characteristics.

Testing of models
The confusion matrix for the model is presented in 

Figure 6. This matrix helps in visualizing the accuracy of 
the model by showing the number of correct and incorrect 
predictions made for each class.

Figure 7 displays the loss analysis for each epoch. Thus, 
it is shown how the model's prediction error decreases over 
time as it learns from the training data.

Finally, Figure 8 presents a more detailed or different 
aspect than those shown in Figure 9. This is indicative of 
metrics such as precision, recall, or F1 scores that provide a 
more comprehensive assessment.

In the scenario described, the model showcases an op-
timal training performance, as indicated by the absence 
of overfitting or underfitting in the graphs. The accuracy 
analysis per epoch had a score of 1.00, which is indicator 
of its predictive capability. Furthermore, from the second 
epoch onwards, the training model appears to stabilize, 
maintaining consistent accuracy values without any fluc-
tuations.

Figure 5. Model parameters

Figure 6. Confusion Matrix Figure 7. Loss per epoch Figure 8. Accuracy per epoch
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Results indicates a well-trained model. This is ideal in 
machine learning as it suggests that the model not only 
learns the patterns in the training data but also effectively 
applies this knowledge to unseen data, which is critical for 
practical applications.

System assessment
During the evaluation phase of this system, the black 

box testing method is used. This approach evaluates the 
system functionalities without knowing the internal work-
ings of the application, which mimics how end-users 
would interact with the system.

Figures 9, 10, and 11 show the test images (fresh and 
spoiled) processed in Google's Teachable Machine.

Figure 9 presents the result of the test classification on 
an image of fresh meat. This would demonstrate how ac-
curately the system can identify meat that is still fresh and 
safe for consumption based on its trained model.

Figure 10 displays the results of test classifications on 
images of spoiled meat. This is crucial for determining the 
system's effectiveness in correctly identifying meat that is 
no longer suitable for consumption, thus avoiding poten-
tial health risks.

Figure 11 contains screenshots from the mobile applica-
tion developed for this testing. These images provide insight 
into how the application presents the classification results 
to the user, offering a user-friendly interface that displays 
whether the meat is fresh or spoiled based on the image cap-
tured by the camera sensor on an Android device.

Such evaluations and visual presentations in the testing 
phase are essential for validating the reliability and usability 
of the machine learning model and the overall system. They 
help to ensure that the application performs well in practical 
scenarios, which is key to user satisfaction and safety.

ResNet-50's unique architecture, which includes re-
sidual connections and a bottleneck structure, enables it 

to effectively address the challenges associated with train-
ing deep neural networks. Resnet-50 was used to validate 
Google Teachable Machine results. The training progress of 
Resnet-50 is given in Figure 12 and the results of Resnet-50 
are given in Table 2.

Table 2. Validation accuracy of the proposed model
Parameter Result
Validation accuracy 99.39%
Training finished Max epochs completed
Training elapsed time 236 min 34 sec
Training epoch cycle 10 of 10
Iteration 9480 of 9480
Iteration per epoch 948
Max Iteration 9480
Validation Frequency 30 iterations
Hardware resource Single GPU
Learning rate schedule Constant
Learning rate 0.0001

Precision-Recall curve and ROC curve of ResNet-50 
are also given in Figure 13 below.

Confusion matrix of ResNet-50 is given in Figure 14.
The results obtained from Google Teachable Machine 

and RESNET-50 are presented in Table 3, showcasing the 
precision, recall, and F1-score for the classes "Fresh" and 
"Spoiled".

Table 3. Precision, recall and F1-score results of the classes (Fresh 
and Spoiled)

Class Precision Recall F1-Score
Fresh 0,9952 0,9926 0,9939

Spoiled 0,9926 0,9952 0,9939

The analysis demonstrates that models exhibit excep-
tionally high-performance metrics across both classes. The 
precision and recall values for both "Fresh" and "Spoiled" 

Figure 9. The result of the test classification 
on an image of fresh meat

Figure 10. 
The results of test classifications on images of spoiled meat
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categories are consistently above 0.99, indicating a highly 
accurate classification capability. Specifically, the precision 
of the "Fresh" class is 0.9952, with a recall of 0.9926, result-
ing in an F1-score of 0.9939. Conversely, the "Spoiled" class 
shows a precision of 0.9926, a recall of 0.9952, and an F1-
score of 0.9939. These metrics reflect a balanced and robust 
classification performance, demonstrating the effective-
ness of the deep learning models in distinguishing between 
fresh and spoiled meat with minimal misclassification.

Throughout the development process, Flutter was used 
to build the application, allowing for testing across differ-
ent cameras and environments. This approach demon-
strated the flexibility and adaptability of the application 
under various conditions.

The research confirmed that Android smartphone de-
vices can effectively employ a trained dataset and model 
tailored for specific detection goals. By using Google's 
Teachable Machine, a machine learning model could be 

Figure 11. Screenshots from the mobile application developed for this testing

Figure 12. The Training progress of Resnet-50
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implemented swiftly and with minimal resource expen-
ditures. This capability is crucial for quickly reaching tar-
geted outcomes and addressing significant issues in the 
industry through further advanced research.

Conclusion
In this study, an artificial intelligence application was 

developed using deep learning to determine whether beef 
was fresh or spoiled. The results were highly satisfactory, 

showing extremely high accuracy, sensitivity, and preci-
sion rates, with the model created using Google's Teach-
able Machine achieving up to 100% in these metrics. 
However, it was noted that the accuracy could decrease 
depending on the level of lighting in the detection area. 
This study illustrates the potential of integrating accessi-
ble AI technologies like Google's Teachable Machine into 
mobile applications, providing powerful tools for indus-
try applications where quick and accurate classification of 

(a) (b)
Figure 13. (a) Precision-Recall Curve, (b) ROC Curve

Figure 14. Confusion Matrix of ResNet-50
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product quality can significantly impact health and busi-
ness outcomes.

The deep learning-based mobile application for quick 
meat freshness detection offers several advantages, such 
as better meat quality evaluation and increased consumer 
safety. By incorporating MLOps practices, the model could 
be able to learn from new images continuously, which 

would increase accuracy and decrease bias especially in 
difficult lighting conditions and increase its effectiveness 
even further. Adding a variety of datasets will also guaran-
tee strong performance in a range of situations. Maintain-
ing high accuracy and adaptability through regular model 
updates and retraining will eventually improve user expe-
riences and application trust.
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