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Introduction
The rate of proteins digestion in the gastrointestinal 

tract, or attackability of the proteins in the composition of 
meat dish by proteolytic enzymes is one of the important 
factors that determine the biological value of food prod-
ucts [1–5].

Nowadays the theory and methods of correlation anal-
ysis can be successfully applied to study mathematical 
problems, relations between phenomena and features in 
various fields of science, technology and national econo-
my. Correction relation is considered as established when 
a row of function values   correspond to the same value of 
the argument. The features that characterize this relation 
are divided into factor and efficient. The features that affect 
a certain result are called factor features. And the features 
that respond to factor features are called efficient [6].

Correlation-regression analysis is often used in scien-
tific research. When processing the big amounts of statis-
tical data, correlation analysis quantifies the strength of 
link between two or more quantitative variables. Regres-
sion or correlation analysis describes the link between 
variables, while the correlation provides a numerical way 
to measure the level or strength of link between two vari-
ables [7,8].

Here are the examples of some researches that cover the 
application of correlation-regression analysis in various 
fields of science. The research [9] assessed the capacity of 
an interactive dual-energy X-ray absorptiometer (DEXA) 
installed on the slaughter line of a meat processing plant 
to determine the composition of lamb carcasses. 607 lamb 

carcasses from 7 slaughter groups were scanned by DEXA 
device and later were scanned by computed tomography 
device to determine the ratio of fat, lean meat and bone in 
carcasses. The results of those test across whole data range 
showed high accuracy of body fat percentage forecasting 
by computed tomography device, with coefficient of deter-
mination (R2) = 0.89, compared to 0.69 for lean meat and 
0.68 for bones in carcass, that showed less accuracy. Accu-
racy in the seven groups was also high in comparison with 
the mean values   of bias 0.66, 0.83 and 0.51.

The researches [10] carried out by the Danish Research 
Institute of Meat are conducted to develop the forecasting 
models for the shelf life of meat products. Expiration dates 
of chilled meat were simulated for beef cuts (850 samples), 
pork cuts (1500 samples) and chicken (1080 samples), 
minced beef and minced pork (680 samples of each type 
of minced meat) and for bacon (1080 samples). In this 
case, the samples of meat and meat products were packed 
in modified atmosphere into vacuum bags in combination 
with microwave treatment at various storage temperatures. 
Research showed that forecasting models serve as tools 
able to assess the importance of temperature and pack-
aging changes for the shelf life of various meat products. 
In the research [11] volatiles were studied during roast-
ing beef at a temperature of 180 °C. 70 volatile substances 
were identified, including non-aromatic, homocyclic and 
heterocyclic compounds. A significant positive regression 
model was constructed to forecast the storage of toluene, 
benzol acetaldehyde, 2-formylfuran, pyrazine, 2.6-dimeth-
ylpyrazine, 2.3-dimethylpyrazine, 2-acetylthiazole, and 
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2-formyl-3-methylthiophene. For calculation of aging time 
a linear and logarithmic regression model was chosen.

In a research [12] the authors studied the influence of 
the carcass parts weights (thigh, chest, wing, back, stomach, 
heart) on whole carcass weight of white turkeys (Big-6). 
Data were analyzed with the help of regression analysis 
based on ridge regression and factor analysis. Both regres-
sion models were found to be suitable for turkey carcass 
weights forecasting. However, the ridge regression method 
was preferred, as it showed higher R2 value and explains 
carcass weight in a better way.

In the study [13] three varieties of wheat (PKB Talas, 
BG Merkur and PKB Lepoklas) harvested in 2009 and 2010 
were studied. The correlations between the morphological 
and yield parameters of plants were studied: the number of 
shoots, the number of spikelets on a wheat head, the num-
ber of grains per wheat head, the weight of 1,000 grains 
and mass of grain per wheat head. Taking into account the 
parameters of all three varieties, high and positive correla-
tions were found between the number of grains per wheat 
head and the weight of grain per wheat head(> 0.78), the 
number of spikelets per wheat head and the number of 
grains per wheat head (> 0.79), as well as the number of 
spikelets per wheat head and grain weight per wheat head 
(> 0.73). Regression analysis was conducted only as an ad-
dition to the correlation formula, and was presented in the 
form of charts showing the link between the studied de-
pendent and independent characteristics.

Researchers in the study [14] constructed a quadratic 
polynomial that explains the link of three variables (fer-
mentation temperature, X1; amount of inoculation, X2; 
and concentration of solid substrate, X3) on yield of mo-
nacolin K.

The goals of the study [15] were to define: (1) the ef-
fect of fertilizers, the environment and their interactions 
on the thousand grains weight (TGW), hectolitre weight 
(HW) and grain yield (GY) of winter triticale variety and 
(2) the correlation between these characteristics in vari-
ous environments. Negative and significant correlation 
was found between GY and TGW (minus 0.392) in 2015, 
positive highly significant correlation was found in 2013 
(0.648) and 2014 (0.493).

Recently, researches have appeared which study the ef-
fects of meat consumption of health of population in the 
modern world, including issues related to the consump-
tion of saturated fat [16]. Regression analysis was used to 
determine the effect of stearic acid on total cholesterol 
(TC) level in blood plasma and low-density lipoprotein 
(LDL) cholesterol when people of various ages consume 
fatty foods is described in researches [17,18,19].

With an increase in standards of living and well-being 
of peoples of Central Asia, and in particular, the Republic 
of Uzbekistan, in the diet of population the consumers’ de-
mand for natural food products and a wide range of lamb 
meat dishes cooked in traditional ways increases. In accor-
dance with modern concepts of nutritional science, food 

must have an attractive appearance and high taste, and also 
food shall be biologically complete, i. e. the food shall con-
tain all necessary essential amino acids and other impor-
tant food components in optimal proportions. Those food 
components are well digested in a human body by diges-
tive enzymes [20,21].

The basis of enzymatic hydrolysis of meat proteins 
according to method of A. A. Pokrovsky and I. D. Erta-
nov [5] is the conditions when the availability of attacked 
peptide bonds in a meat is determined not only by its 
physical and chemical parameter of proteins, but also by 
characteristics related to the structure and chemical com-
position of the basic food product. It is important and 
necessary to conduct scientific research in this sphere us-
ing mathematical methods of analysis, as they prove the 
effectiveness of the approaches, the possibility of deter-
mining the calculated parameters of the biological and 
nutritional value of food products and comparing them 
with the FAO data.

The purpose of our study was to build a regression 
model of the most important processes of food digestion 
by proteolytic enzymes (pepsin, trypsin), using correlation 
analysis and expressing the analytical dependence of the 
efficient characteristic (Y-process of meat proteins attack-
ability) on factor characteristics xi, i = 1, n.

To achieve this goal the following tasks were solved: 
based on 20-fold physical and chemical analyzes to ob-
tain the necessary digital parameters of the analyzed main 
product (meat) and based on results of obtained data, 
calculate their position and dispersion characteristics, 
determine the influence of significant factors —  (modes 
of heat treatment, quantitative content of imperfect pro-
teins) for efficient features (quality of semi-finished meat 
products).

Objects and methods
To conduct the scientific research we selected and 

prepared sample materials, as well as chose experimental 
methods for testing. The object of research and study was: 
meat productivity, quality of meat and raw fat of fat-tailed 
sheep of “Jaydara” breed, popular in the foothill regions of 
the Republic of Uzbekistan. Experimental studies analyzed 
14 parameters of meat product quality, including the pa-
rameter fully covered in this article.

The process of hydrolysis (digestion of proteins in vitro) 
was run in the Department of Food Technology laboratory 
on a special 3-cells device that provides continuous mix-
ing and dialysis of the samples, and the products of their 
breakdown were analyzed by micro-methods that allow 
simultaneous analysis of a significant number of samples 
under study [22].

The meat product containing about 150 mg of protein 
(N2 x 6.25 or x 5.75) is placed in the inner vessel of the 
specified device, then 15 ml of 0.02 N solution of HCl with 
pH 1.2 is added into the vessel. In order to comply with 
the isoionic process, it is also necessary to add 60 ml of 
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the same solution to the outer vessel. The test samples are 
incubated in the thermostat at a temperature of 37 ºС.

The index of the proteins attackability of meat semi-
finished products by proteolytic enzymes (pepsin, trypsin) 
was estimated by build-up of hydrolysis products in indi-
vidual samples. The calculations were made according to 
the corresponding formulas.

For statistical data processing and construction of 
1) matrix of pair correlation coefficients; 2) the regression 
equations, we used “Data Analysis” in a spreadsheet pro-
cessor MS Excel.

Results and discussion
In order to conduct the mathematical analysis, prelimi-

narily we studied the process of proteins attackability in 
lamb meat food cooked in various modes and duration of 
heat treatment, taking into account the unequal content of 
connective tissue proteins in meat (collagen and elastin), 
as well as the content of pure hydroxyproline in the sam-
ples under study [21].

As a result of physical and chemical analyzes data were 
obtained, which were subsequently presented as initial 
data, where:

X1 — is weight of meat pieces (weight, g);
X2 — deep fry temperature (°C);
X3 — duration of frying (min);
X4 — collagen content in meat (%);
X5 — elastin content in meat (%);
X6 — oxyproline content in meat (mg,%),
Y — degree of attackability (mg of hydrolyzed protein).
The layout of the initial data table is compiled on the basis 

of laboratory analysis values and is presented below in Table 1.

Table 1. Initial data
№, n/n Х1 Х2 Х3 Х4 Х5 Х6 Y

1 250.7 200 108 2.03 0.68 49.63 93.8
2 245.8 190 95 2.53 0.77 50.10 83.6
3 260.0 195 86 2.82 0.88 65.10 81.1
4 235.6 185 95 3.05 1.17 174.7 68.1
5 248.0 170 107 2.01 0.70 48.75 94.3
6 198.5 176 98 2.23 0.76 49.90 89.4
7 170.4 211 87 2.47 0.81 52.37 87.5
8 189.3 183 95 2.11 0.71 51.20 91.9
9 157.0 165 103 1.97 0.64 47.94 97.4

10 165.8 178 92 2.28 0.75 52.68 90.5
11 235.2 174 125 1.19 0..63 42.67 140.11
12 200.0 198 135 1.05 0.59 40.30 143.3
13 185.0 194 120 1.39 0.70 44.17 135.4
14 230.0 209 115 1.48 1.17 60.38 120.7
15 179.5 150 123 1.43 1.05 54.86 122.0
16 158.7 153 130 1.32 0.68 45.25 133.4
17 195.4 151 130 1.28 0.65 43.87 134.6
18 185.6 167 125 1.31 0.70 50.11 130.8
19 148.0 160 127 1.23 0.61 45.79 135.3
20 170.0 193 112 1.50 1.03 56.15 120.2
Xk 200.425 180.1 110.4 1.834 0.784 56.296 109.6705

Based on the initial data, the parameters of the multiple 
regression equation were calculated as follows:

— The arithmetic mean value of each parameter is de-
termined according to the formula (1):
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where Cxr —  is the mean-square deviation of the kth factor.

Cx1 = 35.67     Cx2 = 18.74     Cx3 = 15.84     Cx4 = 0.59
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Further, the initial data were normalized (Table 1) ac-
cording to the following formula:
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— The pair correlation coefficients can be calculated 
according to the formula (4) or using the spreadsheet pro-
cessor “Data Analysis” in MS Excel.
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The results of calculation are presented in the form of a matrix of pair correlations (Table 

3). 
 
Table 3. Matrix of pair correlation coefficients 

 Y X1 X2 X3 X4 X5 X6  
Y 1       X1 

X1 -0.38 1      X2 

X2 -0.33 0.39 1     X3 
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X4 -0.97 0.41 0.36 -0.93 1   X5 

X5 -0.33 0.22 0.29 0.30 0.35 1  X6 

X6 -0.50 0.28 0.13 -0.34 0.57 0.64 1  
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Analyzing the data presented in the Table 3, it is obvi-
ous that the coefficients of pair correlation between Y and 
factors X1, X2, X5 feature rather low values   (all coefficients 
in absolute value are below 0.4), and it means that the link 
is quite weak. The moderate link is observed between Y 
and X6 (correlation ratio is minus 0.50). Strong link is 
defined between Y and X3, X4 (correlation coefficients to 
modulo exceed 0.9). In addition the strong link is observed 
between variables X3 and X4 (correlation coefficient is mi-
nus 0.93), moderate link is determined between variables 
X4 and X6 (correlation coefficient is 0.57), X5 and X6 (cor-
relation coefficient is 0.64) and it means that these coef-
ficients can be collinear.

After finding the pair correlation coefficients, the par-
tial correlation coefficients were determined by the follow-
ing formula:
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To establish a connection between all factors and the resulting characteristic, the multiple 
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As a result of the calculations, we found that the coefficient of multiple regression is 0.98, 
which proves a strong correlation between the entire set of factors and the result. 

The unadjusted coefficient of multiple determination 𝑅𝑅�����
� = 0.96 shows that 96% of the 

variation in the result are explained by the variation of the factors presented in the equation. 
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following formula: 
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The adjusted multiple regression coefficient is 0.94, i.e. practically equal to 1, i.e. the 

regression equation explains the variation of attackability. 
To build a linear multiple regression model, “Data Analysis” in MS Excel (Figure 1) was 

used.   
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As a result of the calculations, we found that the coef-
ficient of multiple regression is 0.98, which proves a strong 
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The adjusted multiple regression coefficient is 0.94, i. e. 
practically equal to 1, i. e. the regression equation explains 
the variation of attackability.

To build a linear multiple regression model, “Data 
Analysis” in MS Excel (Figure 1) was used.
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 df SS МS F Significance F    

Regression 6 18,2349 3,0392 51.6415 0,0000    
Residue 13 0,7651 0,0589      
Total 19 19,0000       
 Coefficients Standard error t-statistics Р-value Lower 95% Upper 95% Lower 95,0% Upper 95,0% 

Y-crossing 0.0000 0.0542 0.0000 1,0000 -0.1172 0.1172 -0.1172 0.1172 
XI -0.0493 0.0774 -0.6373 0.5350 -0.2166 0.1179 -0.2166 0.1179 
Х2 0.0900 0.0743 1.2112 0.2474 -0.0706 0.2506 -0.0706 0.2506 
ХЗ 0.3419 0.2840 1.2040 0.2501 -0.2716 0.9554 -0.2716 0.9554 
Х4 -0.6659 0.3222 -2.0668 0.0593 -1.3620 0.0301 -1,3620 0.0301 
Х5 -0.0197 0.0840 -0.2347 0.8181 -0.2011 0.1617 -0.2011 0.1617 
Х6 0.0102 0.1299 0.0789 0.9383 -0.2704 0.2909 -0.2704 0.2909 

Figure 1. Regression analysis data 
 

Using the values in the “Coefficients” column (Figure 1), we obtain the linear multiple 
regression equation in the standardized form: 

𝑦𝑦� = −0.049𝑥𝑥� + 0.09𝑥𝑥� + 0.342𝑥𝑥� − 0.666𝑥𝑥� − 0.02𝑥𝑥� + 0.01𝑥𝑥�           (8) 
The analysis of the data presented in Figure 1 allows concluding about the significance of 

the regression equation, as Ftable(51.64) > Fobser (0.00) with probability 1-α=0.95. 
Using the particular of F-test of Fisher, we assessed the feasibility of including the factors 

xi in the multiple regression equation after the other factors: 

𝐹𝐹�� =
�����(����,��)

����
∙ (𝑛𝑛 − 𝑚𝑚 − 1)                (9) 

where 𝑅𝑅�(𝑥𝑥���, 𝑥𝑥�) = ∑𝛽𝛽�𝑟𝑟��� 
  We came to conclusion that it is feasible to include x1, x3, x4 into the regression equation. 
  To switch from standardized values to natural values, the following formula is used: 
 𝐴𝐴� =

��
���

⋅ 𝑏𝑏�      (10) 

  Where Ai is the natural coefficient of the equation; Cy is the standard deviation of the 
factor; Cxi the standard deviation of the parameter.  
  Thus the regression equation in natural values looks as follows:  

𝑦𝑦 = 89.41 − 0.033𝑥𝑥� + 0.516𝑥𝑥� − 26.792𝑥𝑥�         (11) 
This equation represents a regression model of the process of meat proteins attackability by 

enzymes (pepsin, trypsin and chymotrypsin), depending on the defined 3 essential factors (mass 
of a piece of meat; duration of frying; collagen content in meat) and reflects the process of 
digestibility of meat products in a human digestive tract.  

It can be seen from the equation that while the mass of a meat piece increases by 1 unit, its 
attackability decreases by 0.033 units. While the duration of frying meat increases, the protein 
attackability also increases by 0.516 units. While the collagen content in meat increases, 
attackability decreases by 26.792 units.  

 
 Conclusion 
As a final summary of the research it is possible to conclude that the analyzes, 

mathematical calculations, statistical analysis of reliability of the obtained regression equation 
prove the possibility of successful application of correlation-regression analysis for the 
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Using the values in the “Coefficients” column ( Figure 1), 
we obtain the linear multiple regression equation in the 
standardized form:
y∨ = –0.049x1 + 0.09x2 + 0.342x3 – 0.666x4 – 0.02x5 + 0.01x6 (8)

The analysis of the data presented in Figure 1 al-
lows concluding about the significance of the regression 
equation, as Ftable (51.64) > Fobser (0.00) with probability 
1 – α = 0.95.

Using the particular of F-test of Fisher, we assessed the 
feasibility of including the factors xi in the multiple regres-
sion equation after the other factors:
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the regression equation, as Ftable(51.64) > Fobser (0.00) with probability 1-α=0.95. 
Using the particular of F-test of Fisher, we assessed the feasibility of including the factors 

xi in the multiple regression equation after the other factors: 

𝐹𝐹�� =
�����(����,��)

����
∙ (𝑛𝑛 − 𝑚𝑚 − 1)                (9) 

where 𝑅𝑅�(𝑥𝑥���, 𝑥𝑥�) = ∑𝛽𝛽�𝑟𝑟��� 
  We came to conclusion that it is feasible to include x1, x3, x4 into the regression equation. 
  To switch from standardized values to natural values, the following formula is used: 
 𝐴𝐴� =

��
���

⋅ 𝑏𝑏�      (10) 

  Where Ai is the natural coefficient of the equation; Cy is the standard deviation of the 
factor; Cxi the standard deviation of the parameter.  
  Thus the regression equation in natural values looks as follows:  

𝑦𝑦 = 89.41 − 0.033𝑥𝑥� + 0.516𝑥𝑥� − 26.792𝑥𝑥�         (11) 
This equation represents a regression model of the process of meat proteins attackability by 

enzymes (pepsin, trypsin and chymotrypsin), depending on the defined 3 essential factors (mass 
of a piece of meat; duration of frying; collagen content in meat) and reflects the process of 
digestibility of meat products in a human digestive tract.  

It can be seen from the equation that while the mass of a meat piece increases by 1 unit, its 
attackability decreases by 0.033 units. While the duration of frying meat increases, the protein 
attackability also increases by 0.516 units. While the collagen content in meat increases, 
attackability decreases by 26.792 units.  

 
 Conclusion 
As a final summary of the research it is possible to conclude that the analyzes, 

mathematical calculations, statistical analysis of reliability of the obtained regression equation 
prove the possibility of successful application of correlation-regression analysis for the 
calculations of biological and nutritional value assessment – i.e. the processes of protein 
breakdown in various finished lamb culinary products by proteolytic enzymes (in vitro). 

 
 

 (10)

Where Ai is the natural coefficient of the equation; Cy is 
the standard deviation of the factor; Cxi the standard devia-
tion of the parameter.

Thus the regression equation in natural values looks as 
follows:
 y = 89.41 – 0.033x1 + 0.516x3 – 26.792x4 (11)

This equation represents a regression model of the pro-
cess of meat proteins attackability by enzymes (pepsin, 
trypsin and chymotrypsin), depending on the defined 3 
essential factors (mass of a piece of meat; duration of fry-
ing; collagen content in meat) and reflects the process of 
digestibility of meat products in a human digestive tract.

It can be seen from the equation that while the mass of 
a meat piece increases by 1 unit, its attackability decreases 
by 0.033 units. While the duration of frying meat increas-
es, the protein attackability also increases by 0.516 units. 
While the collagen content in meat increases, attackability 
decreases by 26.792 units.

Conclusion
As a final summary of the research it is possible to 

conclude that the analyzes, mathematical calculations, 
statistical analysis of reliability of the obtained regression 
equation prove the possibility of successful application of 
correlation-regression analysis for the calculations of bio-
logical and nutritional value assessment  —  i.  e. the pro-
cesses of protein breakdown in various finished lamb culi-
nary products by proteolytic enzymes (in vitro).
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