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Introduction
The starting point for state-of-the-art statistical meth-

ods development is 1900. In 1901, the English mathema-
tician, statistician, biologist and philosopher Karl Pear-
son, together with Francis Galton and Walter Weldon, 
founded the Biometrika journal (https://academic.oup.
com/biomet) to promote the introduction of mathemati-
cal methods in biology. In 1925, Karl Pearson created 
another journal, Annals of Human Genetics (https://on-
linelibrary.wiley.com/journal/14691809) dedicated to hu-
man genetics.

First third of the twentieth century passed under the 
sign of parametric statistics, which is defined as a section 
of statistics “assuming that the sampling belongs to the 
general population, which may be sufficiently accurately 
and adequately modeled by a probability distribution with 
specified set of parameters” [1]. Its main object is sampling 
from distributions described by one or several parameters. 
Methods based on the data analysis from parametric dis-
tributions described by the Pearson curves were studied. 
The normal distribution (Gaussian distribution) was the 
most popular one. Exponential and logarithmic normal 
distributions, Weibull-Gnedenko distributions, gamma 
distributions, binomial and hypergeometric distributions, 
Poisson distributions, etc. were used. Pearson test, Stu-
dent test, and Fisher test were used to test hypotheses. The 
method of maximum likelihood and analysis of variance 

were proposed, and the main ideas for experiment design 
were stated [1–7].

Simultaneously with parametric statistics, in the works 
of Charles Edward Spearman and Maurice George Kend-
all, the first nonparametric methods based on rank correla-
tion coefficients were introduced. Now the above methods 
are named after these statisticians. But nonparametric sta-
tistics became a noticeable part of statistics only since the 
second third of the twentieth century. Originally, nonpara-
metric methods were designed to test statistical hypoth-
eses (about one-dimensional probability distributions). 
The most famous nonparametric tests are Kolmogorov-
Smirnov tests developed in 1930s, Wilcoxon rank tests 
and the Mann-Whitney U-test developed in 1940s-1950s, 
and, of course, rank correlation coefficients (1904–1930) by 
C. Spearman and M. Kendall [8–24].

Nonparametric tests are tests that do not include dis-
tribution parameters in the calculation formula and do 
not suppose knowledge of the distribution function. These 
tests use frequencies or ranks. They are used when com-
paring samplings with nominal and serial indicators, as 
well as for samplings measured on quantitative scales for 
which the distribution law is unknown or differs from nor-
mal one.

A feature of the nonparametric methods is that the 
probability distribution is considered completely un-
known, and the problems are stated only in terms of dif-
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ferences between classes or within classes of unknown dis-
tributions.

If an alternative hypothesis contains a statement about 
the expected direction of differences, then such a hypothe-
sis is called “directional”, otherwise the hypothesis is called 
“non-directional”.

The level of statistical significance or critical values of 
tests are determined differently when testing directional 
and non-directional hypotheses.

When testing the directional hypothesis, one-sided test 
is used, while two-sided test is used for the non-directional 
hypothesis. The two-sided test is more stringent because it 
tests for differences in both directions, and therefore the 
empirical value of test that previously met a significance 
level of ≤ 0.05 now corresponds to a level of ≤ 0.1.

Many problems in research and practical work are as-
sociated with the need to compare two or more groups of 
observations obtained under different conditions, as well 
as the need to classify observations (rank them to one of 
several classes). The solution for such problems is possible 
only when it is determined what is the difference (or iden-
tity) for the groups of observations. When the compared 
sets of numbers are so different that they do not overlap, 
the researcher has no doubt that the sets are different. Dif-
ficulties begin when the sets overlap.

In the first part of the article, we will discuss two groups 
of nonparametric tests: 1) to identify differences in indica-
tor distribution; 2) to estimate shift reliability in the values 
of the studied indicator.

The aim of the research was to determine the application 
limits of the tests and methods in nonparametric statistics.

Nonparametric tests to identify differences 
in indicator distribution
This group of tests includes Rosenbaum Q-test [21], 

Mann-Whitney U-test [20].

1. Rosenbaum Q‑test
The test is used to assess the differences by the level of any 

quantified indicator between two unrelated samplings [21].

Figure 1 shows a possible arrangement of two sets (sam-
plings). Two compared sets are ideally arranged if they may 
be represented as in Figure 1 (a): N1 is the number of ob-
servations in one sampling exceeding the maximum value 
in the other sampling; N2 is the number of observations of 
one sampling, the values of which are less than the mini-
mum value in the other sampling.

In case (a), there is no overlap between the values of 
both sets. Therefore, there is a statistically significant dif-
ference between the two sets (i. e., the difference is signifi-
cant). In Figure 1b, both sets are at the same level. There-
fore, the difference is not significant. If there are equal 
values in the compared sets, they should be placed exactly 
opposite each other. In Figure 1c, sets partially overlap, but 
the first set is higher than the second one.

Let’s explain why N1=0 and N2=0 in Figure 1b.
N1 are numbers from sampling 1 that are higher than 

the maximum value in sampling 2. In Figure 1b, there are 
no such numbers in sampling 2. N2 are numbers from sam-
pling 2 that are less than the minimum value in sampling 1. 
In Figure 1b, there are no such numbers in sampling 1. 
Thus, N1 and N2 in Figure 1b are equal to 0.

The Q-value (Rosenbaum Q-test) is equal to the sum of 
N1 and N2. The higher it is, the differences are more reliable, 
i. e. ∑2

i=1 Ni (Figure 1а) ≥ ∑2
i=1 Ni (Figure 1c) ≥ ∑2

i=1 Ni (Figure 1b). 
Experimental value of Rosenbaum Q-test is calculated by 
the formula:
 Qexp = N1 + N2 (1)

The following hypotheses are tested:
H0: Indicator level in sampling 1 does not exceed indica-

tor level in sampling 2.
H1: Indicator level in sampling 1 exceeds indicator level 

in sampling 2.

Application of Rosenbaum Q‑test
1. Arrange the values of indicator in both samplings in 

descending (or ascending) order. Consider sampling 1 
the one that is supposed to include higher values, and 
sampling 2 the one that is supposed to include lower 
values (Figure 1c).
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2. Determine the highest (maximum) value in sampling 2.
3. Count the number of values in sampling 1 that are high-

er than the maximum value in sampling 2 (N1).
4. Determine the lowest (minimum) value in sampling 1.
5. Count the number of values in sampling 2 that are low-

er than the minimum value in sampling 1 (N2).
6. Calculate Qexp by the formula (1).
7. In the table of critical values presented in [7, 21, 25, 26] 

for given n1 and n2 and the significance level α, find the 
critical value Qcr.

8. If Qexp is equal to Qcr or exceeds it, H0 is rejected.

Limitations of Rosenbaum Q‑test
1. Measurement may be carried out on a scale of order, 

intervals and ratios.
2. Samplings must be unrelated.
3. Each sampling must contain at least 11 observations. 

Furthermore, the volumes of samplings should be ap-
proximately the same:

 a) if both samplings contain less than 50 observations, 
then the difference between the volumes of sam-
plings should be not more than 10 observations;

 b) if each sampling contains more than 50 observa-
tions, but less than 100 observations, then the differ-
ence between the volumes of samplings should be 
not more than 20 observations;

 c) if each sampling contains more than 100 observa-
tions, then it is allowed that one of the samplings is 
1.5 to 2 times larger than the other one.

4. If the numbers of observations n1 and n2 are ≥ 26, the 
following values may be used:

Qcr
= 8  at  α ≤ 0.05

10 at α ≤ 0.01
5. The ranges of value distribution for the two samplings 

should not overlap. In this case, the Q-test is not appli-
cable. Therefore, Mann-Whitney U-test should be used.

Example
Given data: Heart rate was measured in two groups of 

animals. One group (11 animals) includes animals before the 
experiment, the other group (12 animals) includes animals 
after the experiment. The results are presented in Table 1. Is 
it possible to state that one of the groups is superior to the 
other one in terms of heart rate at the significance level? [25].

Solution. All the Q-test limitations are met, so Rosen-
baum Q-test may be used to identify differences in indica-
tor distribution.

Let’s arrange the values in both samplings in ascending 
order, and then state the hypotheses:

H0: The first group of animals does not exceed the sec-
ond group of animals in heart rate.

H1: The first group of animals exceeds the second group 
of animals in heart rate.

The calculations are presented in Table 2. The first set is 
the one that is “higher” —  set No. N1, and the second set is 
the one that is “lower” —  set No. N2. The maximum value 

in the second sampling is 122 and the minimum value in 
the first sampling is 92.
Table 1. Given data for the problem

1st group of animals 2nd group of animals
No. Heart rate No. Heart rate

1 92 1 77
2 98 2 81
3 104 3 81
4 107 4 84
5 107 5 89
6 122 6 95
7 122 7 101
8 122 8 103
9 127 9 107

10 133 10 110
11 137 11 114

12 122

From Table 2, we determine the number of values in the 
first set (137, 133, 127) that are higher than the maximum 
value in the second set (N1 = 3) and the number of values 
in the second set (89, 84, 81, 81, 77) that are lower than the 
minimum value in the first set (N2 = 5).

We calculate Qexp according to the formula (1): 
Qexp = N1 + N2 = 3 + 5 = 8. From the table of critical val-
ues presented in [7, 21, 25, 26], we can find critical values 
for the given sampling volume and the significance level. 
At n1 = 11, n2 = 12 and we have Qcr = 6.
Table 2. Calculation results

1st group of animals 2nd group of animals
No. Heart rate No. Heart rate

1 137
2 133
3 127
4 122 1 122
5 122
6 122

2 114
3 110

7 107 4 107
8 107
9 104

5 103
6 101

10 98
7 95

11 92
8 89
9 84

10 81
11 81
12 77

Let’s plot the axis of significance:
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Since Qexp > Qcr , H0 is rejected. And is accepted. Thus, 
the second group of animals is superior to the animals of 
the first group in heart rate (at α < 0.05).

In [27], the authors applied the method of mathemati-
cal statistics (Rosenbaum Q-test) when finding the opti-
mal technology for developing professional competen-
cies among the target group of students studying business 
informatics. In [28], the exercise training effect on the 
health and condition in two groups of women of differ-
ent ages was assessed by Student t-test (t) and Rosenbaum 
Q-test (Q). In [29], to compare and evaluate the data in 
five groups of 110 students, in a study on how English can 
be effectively implemented in the training of students of 
technical specialties for developing professional skills, the 
statistical method with Rosenbaum Q-test was used.

2. Mann-Whitney U-test
The test is designed to test the statistical homogeneity 

hypothesis of two unrelated samplings, i.  e. to assess the 
differences by the level of any quantified indicator between 
two samplings [20]. It allows to differentiate between small 
samplings when n1, n2 ≥ 3 or n1 = 2, n2 ≥ 5 (n1 and n2 are 
volu mes of samplings), and is more powerful than the 
Rosenbaum Q-test. The Rosenbaum Q-test is designed for 
low-volume samplings. Thus, Rosenbaum Q-test is a par-
ticular case of Whitney-Mann test.

Two samplings, x1, …, xn (sampling Х)  and y1, …, yn 
(sampling Y) with volumes of n1 and n2 are studied. Let’s 
denote the distribution law of the first sampling by F, and 
the distribution law of the second sampling by G. The laws 
of distributions F and G are continuous. From here it fol-
lows with probability 1, that among the numbers x1, …, xn 
and y1, …, yn, there are no overlapped ones.

Let’s test the null hypothesis H0: F = G.
All possibilities of F ≠ G may be the alternative hypoth-

eses. However, the test is not able to detect all possible de-
viations from H0. First of all, this test is intended to test the 
H0 hypothesis against the alternative of F ≥ G (right-sided 
alternative, “overflow” of probabilities to the right) or the 
alternative of F ≤ G (left-sided alternative, “shift” of prob-
abilities to the left). Combining both possibilities (two-sid-
ed alternative) may also be studied.

The Mann-Whitney U-test is based on a pairwise 
comparison of the results from the first and the second 

 sampling. For values of xi < yj, an event means “success”, 
and any event with xi > yj means “failure”. By changing 
i  from 1 to n1 and j from 1 to n2, we have n1 × n2 pairwise 
comparisons of values in samplings X and Y.

Let’s denote the number of successes in these pairwise 
comparisons by U. U-value can take any integer value from 
0 to n1×n2. The random U-value is called the Mann-Whit-
ney statistics.

This test is particularly effective when testing an alter-
native hypothesis of dominance, and its particular case, 
i.  e. the hypothesis of the right shift, when the values in 
the first sampling are higher than the values in the second 
sampling.

The test determines if the overlapping values area be-
tween the two sets is small enough. The first set, sampling 
or group is the set of values in which the values, accord-
ing to preliminary estimates, are higher. And the 2nd set 
is the one where the values are supposed to be lower. The 
smaller the area of overlapping values, the more likely the 
differences are significant. These differences are sometimes 
referred to as differences in the location of the two sam-
plings. The experimental value Uexp reflects how large is 
the overlapping area between sets. Therefore, the smaller 
Uexp, the more likely the differences are significant. Figure 
2 shows three of the many possible relationships between 
two sets of values.

In the first variant (Figure 2a), the second set is lower 
than the first one, and the sets almost do not overlap. This 
means that the values are almost different. The overlap-
ping area is too small to hide the differences between sets. 
The differences between seem to be significant. In the 
second variant (Figure 2b), the second set is also lower 
than the first one, but the area of overlapping values be-
tween the two sets is quite large. It may not yet reach a 
critical value, when the differences have to be recognized 
as insignificant. Finally, in the third variant (Figure 2c), 
the second set is lower than the first one, but the overlap-
ping area is so large that the differences between the sets 
are insignificant.

The following hypotheses are tested:
H0: indicator level in group 2 is not lower than indicator 

level in group 1.
H1: indicator level in group 2 is lower than indicator 

level in group 1.
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Application of Mann-Whitney U-test
1. Pool the values for both groups in the order of indicator 

rising, regardless of what sampling they belong to.
2. Rank the values by assigning a lower rank to a lower 

value. Total ranks (n1 + n2).
3. Calculate the sum of the ranks for the values in the first 

sampling and the sum of the ranks for the values in the 
second sampling. Determine the larger of the two sums 
of the ranks.

4. Determine Uexp value by the formula:

 Uexp = n1 ∙ n2 + 
nx . (nx + 1)

2  – Tx (2)

where n1, n2 are volumes of samplings 1 and 2; Tx is the larger 
of the two rank sums; nx  is the volume of sampling with the 
larger sum of the ranks.

5. Determine the critical values Ucr for the given n1, n2 and 
the significance level α. If Uexp > Ucr, then H0 is accepted. 
If Uexp < Ucr, then H0 is rejected. The lower the U-value, 
the higher the reliability of the differences.

Limitations of Mann-Whitney U-test
1. Each sampling must contain at least 3 observations: n1, 

n2 ≥ 3; it is allowed that one of the sampling includes 
2 observations, but then the second one should include 
at least 5 observations.

2. Each sampling should contain no more than 60 obser-
vations: n1, n2 ≤ 60.

Example
Given data. In the control group (without treatment) 

and in the experimental group (with treatment), the death 
of animals was established in time intervals (minutes) after 
the introduction of a toxic substance [7]. The results are 
shown in Table 3.

Table 3. Given data for the problem

Sampling No. 1 2 3 4 5 6 7 8 9

No. 1 —  without treatment 39 37 45 5 27 27 31

No. 2 —  with treatment 45 9 67 42 42 31 34 49 99

Let’s state the hypotheses:
H0: the difference between the indicators in the con-

trol group and the experimental group is statistically in-
significant.

H1: the difference between the indicators in the control 
group and the experimental group is statistically signi-
ficant.

Solution. In this case, the Rosenbaum Q-test is not ap-
plicable, since the volume of both samplings is less than 11. 
Let’s apply the Mann-Whitney U-test.

Let’s pool both samplings arranging their values in 
 ascending order, while indicating which sampling they 
belong to and ranking them. The data are summarized in 
Table 4.

Rank is a serial number. The lowest value has rank 1.

The value of 5 —  rank 1.
The value of 9 —  rank 2.
We have the value of 27 twice, so it takes positions 

(ranks) 3 and 4. We add (3 and 4) and divide by 2 (since 27 
occurs twice in sampling). Thus (3 + 4)/2 = 3.5. The rank 
of 27 is 3.5.

The value of 31 occurs twice in sampling taking posi-
tions 5 and 6. Similarly, we add 5 and 6 and divide by 2, so 
we get rank 5.5, etc.
Table 4. Pooled data from two samplings
Sampling 

No. Values rank Sampling 
No. Values rank

1 5 1 1 39 9

2 9 2 2 42 10.5

1 27 3.5 2 42 10.5

1 27 3.5 1 45 12.5

1 31 5.5 2 45 12.5

2 31 5.5 2 49 14

2 34 7 2 67 15

1 37 8 2 99 16

Let’s check the correctness of the ranking:
 ∑(Ri) = 1 + 2 + 3.5 + 3.5 + 5.5 + 5.5 + 7+ ... + 14 + 15 + 16 = 136

Using the formula that calculates the sum of ranks in 
sampling, we determine the correctness of the ranks. As a 
result:

 ∑(Ri) = N . (N + 1)
2  = 16 . (16 + 1)

2  = 136

Thus, the ranks are assigned correctly.
Calculating the ranks in the first and the second sam-

pling:
R1 = 1 + 3.5 + 3.5 + 5.5 + 8 + 9 + 12.5 = 43
R2 = 2 + 5.5 + 7 + 10.5 + 10.5 + 12.5 + 14 + 15 + 16 = 93
Checking: 43 + 93 = 136.
The larger of the two rank sums Tx = 93 (corresponds to 

the second sampling n2 = 9), i. e. nx = 9.
Let’s find the experimental value of test by the formula:

 Uexp = n1 ∙ n2 + 
nx . (nx + 1)

2
 – Tx = 7 ∙ 9 + 9 . (9 + 1)

2
 – 93 = 15

We can find the critical value of test according to the 
table presented in [7, 21, 25, 26]. In this case, we are testing 
the non-directional alternative hypothesis. With n1 = 7 and 
n2 = 9, Ucr = 12 for α ≤ 0.05.

Let’s plot the axis of significance:

Since Uexp > Ucr, H0 is accepted. Thus, the significant dif-
ferences between the indicators of the control and the ex-
perimental group has not been established.

                            Ucr = 12  Uexp = 15
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case, we are testing the non-directional alternative hypothesis. With n1 = 7 and n2 = 9, Ucr = 12 
for   0.05. 

Let’s plot the axis of significance:  

 
Since Uexp > Ucr, H0 is accepted. Thus, the significant differences between the indicators of 

the control and the experimental group has not been established. 
In [30], the protein damage of individual protease inhibitors of the serpin superfamily in 

CRSwNP was studied. The damage of protease inhibitors by fibrinolysis in tissues was 
compared with exosome samples to assess the potential of “liquid biopsy” non-invasive 
exosomes for CRSwNP. Semi-quantitative analysis of Western blots was performed using the 
Mann-Whitney U-test. Effectiveness comparison of the standard simulation training in 
emergency care with a more comprehensive simulation program for emergency care is shown by 
the authors in [31]. The one-sided t-test and the Mann-Whitney U-test were used to analyze the 
Objective Structured Clinical Examination (OSCE) scores. The assessment of the effect of 
ketorolac intravenous injections on pain relief before and after using a tourniquet in orthopedic 
surgery on the femur and tibia was shown in [32]. This double-blind clinical study enrolled one 
hundred patients aged 15 to 75, candidates for hip and lower leg surgery. Visual pain tests during 
recovery were measured and analyzed using descriptive (mean and percentage) and logical 
statistics (Mann-Whitney U-test). The study [33] assessed the implementation of patient-centered 
interventions. 34 patients were examined with elective total knee arthroplasty. Endpoints were 
duration of induction period (primary), duration of hospital stay, pain at rest and pain at physical 
activity on postoperative day 1 (numeric analogue scale), and surgical release progress (MBF) on 
postoperative days 1, 3, and 6 (secondary). Group inferiority comparisons were made using the 
Wilcoxon T-test and Mann-Whitney U-test. Work [34] studied MRI of sodium (23Na) at a field 
strength of 7 Tesla (T) as a biomarker of tumor stage, isocitrate dehydrogenase (IDH) mutation, 
and O6-methylguanine-DNA methyltransferase (MGMT) promoter methylation in patients with 
glioma. The difference in median 23Na concentration throughout the tumor area was compared 
between gliomas with IDH mutation and wild-type IDH, as well as between glioblastomas with 
methylated and non-methylated MGMT using the Mann-Whitney U-test.  

 
Nonparametric tests for assessing shift reliability in the values of the studied indicator  
This group of tests includes sign G-test and Wilcoxon T-test.  
Let a random variable have a distribution F(x), and another random variable has a distribution 

S(x), and S(x) = F(x - ), where  is an abstract parameter characterizing the state of the object 
under study.  

Two samplings, x1, …, xn (sampling from F(x)) and y1, …, yn (sampling from S(x)), with 
volumes n are studied. Furthermore, F(x) and S(x) are unknown distribution functions.  
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In [30], the protein damage of individual protease in-
hibitors of the serpin superfamily in CRSwNP was studied. 
The damage of protease inhibitors by fibrinolysis in tissues 
was compared with exosome samples to assess the poten-
tial of “liquid biopsy” non-invasive exosomes for CRSwNP. 
Semi-quantitative analysis of Western blots was performed 
using the Mann-Whitney U-test. Effectiveness comparison 
of the standard simulation training in emergency care with 
a more comprehensive simulation program for emergency 
care is shown by the authors in [31]. The one-sided t-test 
and the Mann-Whitney U-test were used to analyze the 
Objective Structured Clinical Examination (OSCE) scores. 
The assessment of the effect of ketorolac intravenous in-
jections on pain relief before and after using a tourniquet 
in orthopedic surgery on the femur and tibia was shown 
in [32]. This double-blind clinical study enrolled one hun-
dred patients aged 15 to 75, candidates for hip and lower leg 
surgery. Visual pain tests during recovery were measured 
and analyzed using descriptive (mean and percentage) and 
logical statistics (Mann-Whitney U-test). The study [33] 
assessed the implementation of patient-centered interven-
tions. 34 patients were examined with elective total knee 
arthroplasty. Endpoints were duration of induction period 
(primary), duration of hospital stay, pain at rest and pain 
at physical activity on postoperative day 1 (numeric ana-
logue scale), and surgical release progress (MBF) on post-
operative days 1, 3, and 6 (secondary). Group inferiority 
comparisons were made using the Wilcoxon T-test and 
Mann-Whitney U-test. Work [34] studied MRI of sodium 
(23Na) at a field strength of 7 Tesla (T) as a biomarker of 
tumor stage, isocitrate dehydrogenase (IDH) mutation, 
and O6-methylguanine-DNA methyltransferase (MGMT) 
promoter methylation in patients with glioma. The differ-
ence in median 23Na concentration throughout the tumor 
area was compared between gliomas with IDH mutation 
and wild-type IDH, as well as between glioblastomas with 
methylated and non-methylated MGMT using the Mann-
Whitney U-test.

Nonparametric tests for assessing shift reliability 
in the values of the studied indicator
This group of tests includes sign G-test and Wilcoxon 

T-test.
Let a random variable have a distribution F(x), and anoth-

er random variable has a distribution S(x), and S(x) = F(x – ∆), 
where ∆ is an abstract parameter characterizing the state of 
the object under study.

Two samplings, x1, ..., xn (sampling from F(x)) and y1, 
..., yn (sampling from S(x)), with volumes n are studied. 
Furthermore, F(x) and S(x) are unknown distribution 
functions.

It is required to test the null hypothesis H0: F(x) = S(x), i. e. 
∆ = 0. Three types of alternative hypotheses may be stated:

Directional hypotheses:
а) H1

1: ∆ > 0;
b) H1

2: ∆ < 0;

non-directional hypothesis:
c) H1

3: ∆ ≠ 0.
The following hypotheses are tested:
H0: indicator level in group 2 is not lower than indicator 

level in group 1.
H1: indicator level in group 2 is lower than indicator 

level in group 1.
Thus, it is known that if the impact changes the indica-

tor distribution, then the impact shifts it in a quite definite 
way, i. e. by the value of ∆. If the shifts are compared in two 
unrelated samplings, for example, in the experimental and 
the control groups of subjects, then the Rosenbaum Q-test 
and the Mann-Whitney U-test should be used. To deter-
mine the shift reliability of related samplings, for example, 
when measuring indicator in the same group of subjects 
before and after some exposure, the sign G-test and the 
Wilcoxon T-test should be used.

1. Sign G-test
Sign G-test is intended to establish a general shift di-

rection of the studied indicator. It allows to determine, 
in which direction the values of the indicator in sam-
pling generally change during the transition from the first 
measuring to the second one, i. e. whether the indicators 
change in the direction of improvement/increase or, con-
versely, in the direction of deterioration/decrease. Shift is 
the difference in the values of indicators measured after a 
certain impact and before it [35, 36].

The sign G-test is applicable both to those shifts that 
can only be determined qualitatively (for example, a 
change from a negative attitude to a positive one) and to 
those shifts that can be quantified.

Shifts that seem to be predominant are usual, and shifts 
in a rarer direction are unusual. If the indicators do not 
increase or decrease, then such shifts are called zero shifts 
and they are excluded from the sign G-test. Furthermore, 
the number of compared pairs is reduced by the number of 
such zero shifts.

The sign G-test determines whether there are too many 
unusual shifts observed to consider shift in usual direction 
to be predominant? The less unusual shifts, the more like-
ly the prevalence of usual shift is reliable. Figure 3 shows 
usual shifts as a light area, and unusual shifts as a dark area.

The following hypotheses are tested:
H0: predominance of usual shift direction is random;
H1: predominance of usual shift direction is not random.
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Figure 3. A graphic representation of positive and negative shifts in the form of different 

areas: light area is positive shifts; dark area is negative shifts [26].  
 
The following hypotheses are tested: 
𝐻𝐻�: predominance of usual shift direction is random; 
𝐻𝐻�: predominance of usual shift direction is not random. 
 
Limitations of sign G-test 

Figure 3. A graphic representation of positive and negative shifts 
in the form of different areas: light area is positive shifts; 

dark area is negative shifts [26]
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Limitations of sign G-test
The number of observations in both measurements 

should be not less than 5 and not more than 300.

Application of sign G-test
1. Check if the limitations are met.
2. Enter the measurement data in the table (Table 5):
Table 5. The filled table

No. Pre-exposure 
values

Post-exposure 
values

«After to before» 
shift

1
2

…
n

3. Shift is not quantified, but the difference sign “+” or “–” 
is added. If the difference is zero, then zero is written in 
the table.

4. Calculate the number of zero responses n0 and exclude 
them from consideration. As a result, the volume of 
sampling will decrease by the number of zero respons-
es: n = n –  n0.

5. Determine the predominant direction of change. Shifts 
in the predominant direction are “usual”.

6. Determine the number of unusual shifts. Consider this 
number as the experimental value of G-test (Gexp).

7. Determine the critical value Gcr for a given n and a 
specified significance level α.

8. Compare Gexp and Gcr. If Gexp ≤ Gcr, H0 is rejected, i. e. 
shift in the typical direction may be considered reliable.

Example
Given data: A group of 10 students completed a 

mathe matics test. After checking the examination work, 
this group was asked to study an electronic manual on 
the same topic, after which a repeated test was carried 
out, which was assessed on a five-point scale. Has the 
knowledge of the students improved after studying the 
manual? [26].

Solution. The results of double examination work rep-
resent measurements in a serial scale. The volume of sam-
pling is higher than 5, so the use of the sign G-test is pos-
sible. The results are summarized in Table 6:
Table 6. Given data for the problem

No. First testing Second testing Sign of the 
difference

1 3 4 +
2 2 3 +
3 2 2 0
4 4 3 –
5 3 2 –
6 3 4 +
7 4 4 +
8 2 3 +
9 2 2 0

10 3 4 +

The number of zero responses n0 = 2. Let’s exclude 
them from consideration, therefore, volume of sampling 
n = 10–2 = 8.

The number of positive shifts is 6, and the number 
of negative shifts is 2. This means that the predominant 
direction is the positive one, therefore, shifts in this di-
rection are usual, and shifts in the negative direction are 
unusual.

Let’s state the hypotheses:
H0: predominance of usual shift direction is random, 

i. e. students’ knowledge did not improve after studying the 
manual.

H1: predominance of usual shift direction is not ran-
dom, i. e. students’ knowledge improved after studying the 
manual (shift in the positive direction is reliable).

Let’s test at the significance level α ≤ 0.05.
The number of unusual shifts is 2, i.  e. (according to 

item 6).
For n = 8 and α ≤ 0.05 we can find from the table of 

critical values [7, 21, 25, 26].
Let’s plot the axis of significance:

Since Gexp > Gcr, there is no reason to reject H0, and the 
predominance of usual shift direction is random, so the 
students’ knowledge did not improve after studying the 
manual.

2. Wilcoxon T-test
The test is used to compare values   measured under 

two different conditions in the same sampling. It allows 
to establish not only the direction of changes, but also 
their intensity. It may be used to determine if the shift 
of indicators in one direction is more intense than in the 
other direction. Test is applicable in cases where indica-
tors are measured at least on a serial scale, and the shifts 
between the second and first measurements can also be 
ordered. Therefore, they must vary within a considerably 
wide range [22, 23, 24].

The method compares the shift intensity in one direc-
tion with the shift intensity in another direction in abso-
lute value. To do this, you need to rank all absolute shifts, 
and then summarize the ranks of shifts separately in the 
positive and negative directions. If shifts occur randomly, 
then the rank sums of their absolute values   will be approxi-
mately equal. If the shift intensity in one of the directions 
outweighs, then the rank sum of absolute shifts in the op-
posite direction will be significantly lower than it would be 
with random changes.

In Figure 4, shifts in opposite directions are represented 
as different areas.

                               Gcr = 1 Gexp = 2

12 
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be used to determine if the shift of indicators in one direction is more intense than in the other 
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intensity  
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Initially, it is assumed that usual shift will shift in a 
more common direction, and unusual shift will shift in a 
rarer direction.

Let’s state the hypotheses:
H0: predominance of shifts between the initial and final 

indicators in one of the directions is unreliable (does not 
differ significantly from zero).

Alternative hypotheses:
Non-directional hypothesis:
H1

1: predominance of shifts between the initial and final 
indicators in one of the directions is reliable (significantly 
differs from zero).

Directional hypothesis:
H1

2: shift intensity in usual direction exceeds shift inten-
sity in unusual direction (significantly differs from zero).

Application of Wilcoxon T-test
1. Make a list of pairs in any order.
2. Calculate the difference between the individual values 

in the second and the first measurements (before and 
after). Determine what will be considered the usual 
shift and state the corresponding hypotheses.

3. Convert the differences to absolute values and write 
them down in a separate column.

4. Rank the absolute values of the differences, assigning a 
lower rank to a lower value. Check the agreement of the 
received sum of ranks with the calculated one.

5. Note the ranks corresponding to shifts in unusual di-
rection.

6. Calculate the sum of these ranks using the formula:, 
where is rank of shifts with a rarer sign.

7. Determine the critical values Tcr for a given volume of 
sampling n and the significance level α. If Texp ≤ Tcr, the 
null hypothesis is rejected, i. e. shift to the “usual” side 
in terms of intensity reliably predominates.

Limitations of Wilcoxon T-test
The minimum volume of sampling is 5.
Zero shifts are excluded and the number of observa-

tions is reduced by the number of these zero shifts. This 
limitation may not to be used by stating hypotheses that 
include no change: “Shift towards increasing values ex-
ceeds shift towards decreasing values and the tendency to 
keep them at the same level.”

Example
Given data. A pharmaceutical company researches a 

new drug. A group of 10 volunteers suffering from disease 
was selected. They had their body temperature measured 
before and 30 minutes after taking the new drug. The data 
are presented in Table 7. It is required to conclude about 
the significance of a decrease in body temperature as a re-
sult of the drug administration [7].
Table 7. Given data for the problem
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1 39 37.6 –1.4 1.4 7
2 39.5 38.7 –0.8 0.8 5
3 38.6 38.7 0.1 0.1 1.5*
4 39.1 38.5 –0.6 0.6 4
5 40.1 38.6 –1.5 1.5 8
6 39.3 37.5 –1.8 1.8 9
7 38.9 38.8 –0.1 0.1 1.5
8 39.2 38 –1.2 1.2 6
9 39.8 39.8 0 0 0

10 38.8 39.3 0.5 0.5 3*
* Unusual ranks are in bold italics. In this case, the atypical situation is 
that the temperature should decrease, but it increases.

Solution. Let’s state the hypotheses:
H0: predominance of shifts between the initial and final 

indicators in one of the directions is unreliable (does not 
differ significantly from zero).

H1: predominance of shifts between the initial and final 
indicators in one of the directions is reliable (significantly 
differs from zero).

Let’s test the null hypothesis at the significance level 
α ≤ 0.05.

The sum of unusual ranks is equal to the experimental 
value of the Wilcoxon T-test:
 Texp = 1.5 + 3 = 4.5.

Usual shift of the indicator (body temperature) is its de-
crease.

From the table of critical values   presented in [7, 21, 25, 
26], we can find.

Since the direction of the differences was not predicted 
in advance, we test the hypothesis for the two-sided test. 
For n = 9 (zero shift is excluded) and α = 0.05 Tcr = 8.
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The number of positive shifts is 6, and the number of negative shifts is 2. This means that the 
predominant direction is the positive one, therefore, shifts in this direction are usual, and shifts in 
the negative direction are unusual.  

Let’s state the hypotheses: 
𝐻𝐻�: predominance of usual shift direction is random, i.e. students' knowledge did not improve 

after studying the manual.  
𝐻𝐻�: predominance of usual shift direction is not random, i.e. students' knowledge improved 

after studying the manual (shift in the positive direction is reliable).  
Let’s test 𝐻𝐻� at the significance level   0.05. 
The number of unusual shifts is 2, i.e. 𝐺𝐺��� = 2 (according to item 6). 
For n = 8 and   0.05 we can find 𝐺𝐺�� = 1 from the table of critical values [7, 21, 25, 26]. 
Let’s plot the axis of significance: 

 
Since Gexp > Gcr, there is no reason to reject H0, and the predominance of usual shift direction 

is random, so the students' knowledge did not improve after studying the manual.  
 
2. Wilcoxon T-test 
The test is used to compare values measured under two different conditions in the same 

sampling. It allows to establish not only the direction of changes, but also their intensity. It may 
be used to determine if the shift of indicators in one direction is more intense than in the other 
direction. Test is applicable in cases where indicators are measured at least on a serial scale, and 
the shifts between the second and first measurements can also be ordered. Therefore, they must 
vary within a considerably wide range [22, 23, 24].  

The method compares the shift intensity in one direction with the shift intensity in another 
direction in absolute value. To do this, you need to rank all absolute shifts, and then summarize 
the ranks of shifts separately in the positive and negative directions. If shifts occur randomly, 
then the rank sums of their absolute values will be approximately equal. If the shift intensity in 
one of the directions outweighs, then the rank sum of absolute shifts in the opposite direction 
will be significantly lower than it would be with random changes.  

In Figure 4, shifts in opposite directions are represented as different areas.  
 

а) "Light front" predominates over "dark front" in both the number of shifts and their 
intensity  

Insignificance area Significance area 

 Gcr = 1 Gexp = 2 

а) «Light front» predominates over «dark front» 
in both the number of shifts and their intensity
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b) "Light front" predominates over "dark front" only in shift intensity, but their numbers are 

equal  

 
c) "Light front" is inferior to "dark front" in the number of shifts, but the most intense shifts 

belong to the “light front”  
Figure 4. Types of the "light front" to "dark front" ratios; shifts in two different directions [26] 

 
Initially, it is assumed that usual shift will shift in a more common direction, and unusual shift 

will shift in a rarer direction.  
Let’s state the hypotheses: 
𝐻𝐻�: predominance of shifts between the initial and final indicators in one of the directions is 

unreliable (does not differ significantly from zero).  
Alternative hypotheses: 
Non-directional hypothesis:  
𝐻𝐻��: predominance of shifts between the initial and final indicators in one of the directions is 

reliable (significantly differs from zero).  
Directional hypothesis:  
𝐻𝐻��: shift intensity in usual direction exceeds shift intensity in unusual direction (significantly 

differs from zero).  
 
Application of Wilcoxon T-test 
1. Make a list of pairs in any order.  
2. Calculate the difference between the individual values in the second and the first 

measurements (before and after). Determine what will be considered the usual shift and state the 
corresponding hypotheses.  

3. Convert the differences to absolute values and write them down in a separate column.  
4. Rank the absolute values of the differences, assigning a lower rank to a lower value. Check 

the agreement of the received sum of ranks with the calculated one.  
5. Note the ranks corresponding to shifts in unusual direction.  
6. Calculate the sum of these ranks using the formula: 𝑇𝑇��� = ∑𝑅𝑅�, where 𝑅𝑅� is rank of shifts 

with a rarer sign.  
7. Determine the critical values Tcr for a given volume of sampling n and the significance 

level . If Texp ≤ Tcr, the null hypothesis is rejected, i.e. shift to the "usual" side in terms of 
intensity reliably predominates.  

Limitations of Wilcoxon T-test 
The minimum volume of sampling is 5.  
Zero shifts are excluded and the number of observations is reduced by the number of these 

zero shifts. This limitation may not to be used by stating hypotheses that include no change: 
"Shift towards increasing values exceeds shift towards decreasing values and the tendency to 
keep them at the same level."  

Example  

b) «Light front» predominates over «dark front» 
only in shift intensity, but their numbers are equal

13 
 

 
b) "Light front" predominates over "dark front" only in shift intensity, but their numbers are 

equal  

 
c) "Light front" is inferior to "dark front" in the number of shifts, but the most intense shifts 
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c) «Light front» is inferior to «dark front» in the number 
of shifts, but the most intense shifts belong to the “light front”

Figure 4. Types of the “light front” to “dark front” ratios; 
shifts in two different directions [26]
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Let’s plot the axis of significance:

Since Tcr > Texp, the null hypothesis is rejected. It can be 
stated that the reliability between the initial and final indi-
cators in one of the directions is established.

Example
Given data:
In a group of students, training was conducted on the 

development of creative thinking. Tests were carried out 
before and after the training (stimulating effect should 
increase creativity, i.  e. increase the score). The data are 
presented in Table 8. Is the hypothesis from the training 
providers confirmed that the training contributes to the 
development of creative thinking at the significance level 
α ≤ 0.05?
Table 8. Given data for the problem and calculation results

n Before 
training

After 
training

Difference 
of indicators

(d)

Absolute 
difference

Rank
of the 

difference
1 19 17 –2 2 4.5
2 20 26 6 6 11
3 18 20 2 2 4.5
4 15 18 3 3 6.5
5 29 30 1 1 2
6 21 25 4 4 8.5
7 21 28 7 7 12
8 18 19 1 1 2
9 21 20 –1 1 2

10 23 27 4 4 8.5
11 14 19 5 5 10
12 10 13 3 3 6.5

Solution. The first step in calculating the T-test is to sub-
tract each individual “before” value from the “after” value. 
The calculation results in the form of the difference of in-
dicators (d) are presented in Table 8. Two of the obtained 
differences are negative, and 10 of the differences are posi-
tive. Therefore, the usual direction is positive.

Let’s state the hypotheses:
H0: shift intensity in usual direction does not exceed 

shift intensity in unusual direction.
H1: shift intensity in usual direction exceeds shift inten-

sity in unusual direction.
In the next step, all shifts, regardless of their sign, must 

be ranked.
We check the correctness of the ranking.

 ∑(Ri) = 2 + 2 + 2 + 4.5 + 6.5 + 6.5 + 8.5 + 8.5 + 10 + 11 + 12 = 78
We check by the formula:

 ∑(Ri) = N . (N + 1)
2  = 12 . (12 + 1)

2  = 78

Consequently, ranks are assigned correctly.
Note those shifts that are unusual, i.  e. negative ones 

(in Table 8 they are marked in bold italics). The sum of the 
ranks of these unusual shifts is the experimental value of 
the T-test: Texp = 2 + 4.5 = 6.5.

In this problem, the alternative hypothesis is directional 
because the direction of the differences is predicted in ad-
vance, so one-sided test should be used to test hypotheses. 
For n = 12 and α ≤ 0.05, from the table of critical values   
presented in [7, 21, 25, 26], we can find Tcr = 17.

Let’s plot the axis of significance:

Since Tcr ≥ Texp, the null hypothesis is rejected. It can be 
stated that shift intensity in usual direction exceeds shift in-
tensity in unusual direction, therefore, the initial assumption 
about the effectiveness of the stimulating effect is confirmed.

Let the following test scores to be   obtained for another 
group of subjects (Table 9). 6 differences are negative, and 
4 differences are positive, i. e. it is impossible to state a hy-
pothesis corresponding to the initial assumption. It is pos-
sible to state a hypothesis assuming the insignificance of 
the indicator shift in the direction of decreasing:

H0: shift intensity towards decreasing creativity does 
not exceed shift intensity towards its increase.

H1: shift intensity towards decreasing creativity exceeds 
shift intensity towards its increase.
Table 9. Given data for the problem and calculation results

n Before 
training

After 
training

Difference 
of indicators

(d)

Absolute 
difference

Rank
of the 

difference
1 19 17 –2 2 3.5
2 23 20 –3 3 5.5
3 18 20 2 2 3.5
4 15 18 3 3 5.5
5 25 17 –8 8 10
6 21 15 –6 6 9
7 21 20 –1 1 1.5
8 18 19 1 1 1.5
9 24 20 –4 4 7

10 23 28 5 5 8

Let’s rank the absolute differences and check the cor-
rectness of the ranking.
 ∑(Ri) = 1.5 + 1.5 + 3.5 + 3.5 + 5.5 + 5.5 + 7 + 8 + 9 + 10 = 55

By the formula we obtain:

 ∑(Ri) = N . (N + 1)
2  = 10 . (12 + 1)

2  = 55

Consequently, ranks are assigned correctly.
Note those shifts that are unusual, i.  e. positive ones 

(in Table 9 they are marked in italics). Let’s calculate the 
experimental value of T-test: Texp = 3.5 + 5.5 + 1.5 + 8 = 18.5.

          Texp = 4.5 Tcr = 8
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Given data. A pharmaceutical company researches a new drug. A group of 10 volunteers 
suffering from disease was selected. They had their body temperature measured before and 30 
minutes after taking the new drug. The data are presented in Table 7. It is required to conclude 
about the significance of a decrease in body temperature as a result of the drug administration 
[7].  

 
Table 7. Given data for the problem  

n Initial 
indicators 

(body 
temperature 
before drug 

administration) 

Final 
indicators 

(body 
temperature 
after drug 

administration) 

Difference 
of indicators 

(d) 

Absolute 
difference 

Rank 
of the 

difference 

1 39 37.6 -1.4 1.4 7 
2 39.5 38.7 -0.8 0.8 5 
3 38.6 38.7 0.1 0.1 1.5* 
4 39.1 38.5 -0.6 0.6 4 
5 40.1 38.6 -1.5 1.5 8 
6 39.3 37.5 -1.8 1.8 9 
7 38.9 38.8 -0.1 0.1 1.5 
8 39.2 38 -1.2 1.2 6 
9 39.8 39.8 0 0 0 
10 38.8 39.3 0.5 0.5 3* 

* Unusual ranks are in bold italics. In this case, the atypical situation is that the temperature should 
decrease, but it increases.  

 
Solution. Let’s state the hypotheses: 
𝐻𝐻�: predominance of shifts between the initial and final indicators in one of the directions is 

unreliable (does not differ significantly from zero).  
𝐻𝐻�: predominance of shifts between the initial and final indicators in one of the directions is 

reliable (significantly differs from zero).  
Let’s test the null hypothesis at the significance level   0.05. 
The sum of unusual ranks is equal to the experimental value of the Wilcoxon T-test:  
𝑇𝑇��� = 1.5 + 3 = 4.5. 
Usual shift of the indicator (body temperature) is its decrease.  
From the table of critical values presented in [7, 21, 25, 26], we can find 𝑇𝑇��.  
Since the direction of the differences was not predicted in advance, we test the hypothesis for 

the two-sided test. For n = 9 (zero shift is excluded) and =0.05 Tcr = 8.  
Let’s plot the axis of significance: 

 
Since Tcr > Texp, the null hypothesis is rejected. It can be stated that the reliability between the 

initial and final indicators in one of the directions is established.  

Insignificance area Significance area 

Texp = 4.5 Tcr = 8 

   Texp = 6.5 Tcr = 17
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Since Tcr ≥ Texp, the null hypothesis is rejected. It can be stated that shift intensity in usual 

direction exceeds shift intensity in unusual direction, therefore, the initial assumption about the 
effectiveness of the stimulating effect is confirmed.  

Let the following test scores to be obtained for another group of subjects (Table 9). 6 
differences are negative, and 4 differences are positive, i.e. it is impossible to state a hypothesis 
corresponding to the initial assumption. It is possible to state a hypothesis assuming the 
insignificance of the indicator shift in the direction of decreasing:  

𝐻𝐻�: shift intensity towards decreasing creativity does not exceed shift intensity towards its 
increase.  

𝐻𝐻�: shift intensity towards decreasing creativity exceeds shift intensity towards its increase.  
 
Table 9. Given data for the problem and calculation results  

n Before 
training 

After 
training 

Difference 
of indicators 

(d) 

Absolute 
difference 

Rank 
of the 

difference 
1 19 17 -2 2 3.5 
2 23 20 -3 3 5.5 
3 18 20 2 2 3.5 
4 15 18 3 3 5.5 
5 25 17 -8 8 10 
6 21 15 -6 6 9 
7 21 20 -1 1 1.5 
8 18 19 1 1 1.5 
9 24 20 -4 4 7 
10 23 28 5 5 8 

 
Let's rank the absolute differences and check the correctness of the ranking.  

�(𝑅𝑅�) = 1.5 + 1.5 + 3.5 + 3.5 + 5.5 + 5.5 + 7 + 8 + 9 + 10 = 55 
By the formula we obtain:  

�(𝑅𝑅�) =
𝑁𝑁 ∙ (𝑁𝑁 + 1)

2
=
10 ∙ (10 + 1)

2
= 55 

Consequently, ranks are assigned correctly. 
Note those shifts that are unusual, i.e. positive ones (in Table 9 they are marked in italics). 

Let’s calculate the experimental value of T-test: 𝑇𝑇��� = 3,5 + 5,5 + 1,5 + 8 = 18,5.  
Since the direction of the differences is predicted in advance, a one-sided test is used to test 

the hypotheses. For n = 10 and   0.05 Tcr = 10. [7,21,25,26]. 
Let’s plot the axis of significance 
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Since the direction of the differences is predicted in ad-
vance, a one-sided test is used to test the hypotheses. For 
n = 10 and α ≤ 0.05 Tcr = 10. [7,21,25,26].

Let’s plot the axis of significance

Since Tcr ≥ Texp, the null hypothesis is accepted. It can 
be stated that the intensity of the negative shift does not 
exceed the intensity of the positive shift.

The Wilcoxon T-test [37–49] is the most applicable 
for statistical processing in scientific researches. In [37], 
a study was conducted to validate the ecfX-targeted qPCR 
protocol designed to detect all viable P. aeruginosa bacte-
ria and identify forms in sputum samples from patients 
with cystic fibrosis. The study involved 115 P. aeruginosa 
strains of various origins and 10 other strains in 88 cys-
tic fibrosis sputum samples, 41 of which were positive and 
47 were negative. The statistical significance of the results 
was assessed using the of Wilcoxon T-test and Student 
 t-test. The work [38] is aimed at improving diabetes care. 
The study is to assess the improvement of group care, 
which directly affects the quality of care for patients diag-
nosed with diabetes. Changes in laboratory values   of A1c 
hemoglobin and LDL cholesterol were analyzed using the 
paired t-test and verified using the Wilcoxon T-test. The 
aim of work [39] was to conduct a study to provide ad-
ditional information on the health benefits of gluten-free 
foods and to test the hypothesis that both self-selected and 
recommended diets are less nutritious when gluten-free 
diets are followed. Diet differences were assessed using 
paired t-tests and ranks of the Wilcoxon T-test. Assess-
ment of the amino acid profile in trauma patients and 
assessment of the nutritional mode effect and the addi-
tion of exogenous ALA-GLN dipeptide on plasma amino 
acid concentration were conducted in [40]. Differences 
between plasma amino acid concentrations on day 1 and 
day 6 were assessed using Student t-test, Mann-Whitney 
U-test, and Wilcoxon T-test. In [41], a study of weight re-
covery after gastric bypass by increasing the consumption 
of high-calorie liquid and soft foods was carried out. Each 
patient with dysphagia was compared with 4 control pa-
tients based on the age, body mass index and time after 
surgery. Statistical analysis was performed using the Wil-
coxon T-test. A study on the treatment of equine lamini-
tis with and without acupuncture is reviewed in [42]. The 
study involved 14 horses with chronic laminitis. Lameness 
was statistically analyzed using the paired t-test and the 
sign ranked Wilcoxon T-test at p <0.05. An analysis of the 
effect of yerba mate daily consumption on serum lipids 
and body composition in overweight women is shown 
in [43]. 119 overweight 25 to 50 years old women were 
randomized into three groups: mate and regime (MD), 

mate without regime (M), water and regime (AD). For 
12 weeks, the M and MD groups were supplemented with 
mate, while the AD and MD groups followed a hypoca-
loric regime. Anthropometric measurements and blood 
tests (total cholesterol, LDL cholesterol, HDL cholesterol, 
and triglycerides) were performed at the beginning and 
in the end of the study. Statistical analysis was performed 
using Student t-test and Wilcoxon T-test. Determination 
of the effect of a new phytosterol emulsion for nutritional 
supplements (1.5 g/day of phytosterol equivalent) on the 
concentration of low-density lipoprotein cholesterol was 
studied in [44]. Thirty-two healthy adults were random-
ized to receive placebo or treatment with a washout pe-
riod followed by placebo or treatment. Each phase lasted 
one month. Secondary endpoints related to cardiovas-
cular health were assessed. Study management, includ-
ing screening, recruitment, monitoring, compliance and 
data collection, was carried out remotely (off-site clinical 
trial) using a new virtual instrument. The effect of phy-
tosterol supplementation was assessed using Student t-test 
and Wilcoxon T-test. Changes in radiomic characteristics 
based on cone computed tomography (CBCT) during 
treatment and quantification of the potential relationship 
between CBCT-based delta radiomics characteristics and 
overall survival in locally advanced lung cancer patients 
have been reviewed [45]. 23 patients were identified and 
658 radiomic characteristics were calculated for each of 
the 11 CBCT images in each patient. The choice of char-
acteristics was made on the basis of repeatability, contour 
uncertainty resistance, and lack of redundancy. Evalua-
tion of the predictive ability for survival was carried out 
using the t-test and Wilcoxon T-test. The work [46] in-
vestigated the effect of smoking on periodontal disease. 
Comparison of 441 daily smokers with 441 non-smokers 
was performed using the of Wilcoxon T-test and t-test. The 
study [47] evaluated the reproducibility of 9 instruments 
for the analysis of differential expression in scRNA-seq 
data. Statistical analysis was performed using the t-test 
and Wilcoxon T-test. The study [48] was conducted from 
September 2018 to August 2019 and included 101 athletes 
with disabilities (13 Paralympic disciplines) from Brasilia, 
Federal District. Food intake was assessed based on two 
or four inconsistent nutritional reviews over a 24-hour 
period, in which para-athletes reported all food, drinks, 
and supplements consumed in the previous 24 hours. Diet 
analysis was performed using the method of the National 
Cancer Institute. Comparisons between fellows and ath-
letes not receiving a fellowship were made using the Stu-
dent t-test for parametric variables and Wilcoxon T-test 
for nonparametric variables. Research [49] was focused 
on the recruitment and retention of women in Type 2 Dia-
betes Women Health Program, and to assess the program’s 
initial effectiveness in improving well-being. A 12-week 
wellness event enrolled 70 middle-aged women with type 
2 diabetes. Analyzes were performed using chi-squared 
tests, McNemar test, paired t-test, and Wilcoxon T-test.

            Tcr = 10  Texp = 18.5
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Since Tcr ≥ Texp, the null hypothesis is rejected. It can be stated that shift intensity in usual 

direction exceeds shift intensity in unusual direction, therefore, the initial assumption about the 
effectiveness of the stimulating effect is confirmed.  
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2
=
10 ∙ (10 + 1)
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Note those shifts that are unusual, i.e. positive ones (in Table 9 they are marked in italics). 
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Conclusion
The described nonparametric statistical tests are much 

less laborious than parametric ones, and for distributions 
far from normal (Gaussian), they are more efficient as well. 
It is completely insufficient for a current researcher to use 
one of the methods for statistical assessment of the differ-
ences between two groups of observations. In each case, a 
suitable test must be selected. This allows not only to in-

crease the efficiency of statistical processing and reduce its 
labor intensity, but also to get a clear idea of the compari-
son reliability of experimental results. The second part will 
review nonparametric tests for testing hypotheses of distri-
bution type (Pearson’s chi-squared test, Kolmogorov test) 
and nonparametric tests for testing hypotheses of sampling 
homogeneity (Pearson’s chi-squared test for testing sam-
pling homogeneity, Kolmogorov-Smirnov test).
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